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AR model of background errors accounts for flow-
dependent correlations and is inexpensive 

•  Background error repres. considerably impacts the assimilation results 
•  Typically estimated empirically from multiple model runs (NMC) 
•  “Correct” mathematical models of background errors are of great interest 

•  “Monotonic TLM discretization”  
•  AR model of background errors 
•  N∆t ≈ lifetime of the species   
•  B is flow dep., cheap, full rank 

[Constantinescu et.al., 2007] 
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Adjoints of stiff chemical kinetics: formulation, 
challenges, and automatic implementation 
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KPP automatically generates simulation and  
direct/adjoint sensitivity code for chemistry 

#INCLUDE atoms 

#DEFVAR 
O  =   O;  O1D  =  O;  
O3   =   O + O + O;  
NO  =   N + O;  
NO2  =  N + O + O;  

#DEFFIX 
O2   =   O + O;  M  =   ignore;  

#EQUATIONS  { Small Stratospheric }  
O2  + hv = 2O               :   2.6E-10*S;  
O    + O2 = O3              :   8.0E-17;  
O3  + hv = O   + O2      :   6.1E-04*S;  
O    + O3 = 2O2            :   1.5E-15;  
O3  + hv = O1D + O2    :   1.0E-03*S;    
O1D  + M  = O   + M     :   7.1E-11;  
O1D  + O3 = 2O2          :   1.2E-10;  
NO    + O3 = NO2 + O2 :   6.0E-15;  
NO2  + O  = NO  + O2   :   1.0E-11;  
NO2  + hv = NO  + O    :   1.2E-02*S;  

SUBROUTINE FunVar ( V,  F, RCT, DV ) 
     INCLUDE 'small.h' 
      REAL*8 V(NVAR), F(NFIX) 
      REAL*8 RCT(NREACT), DV(NVAR) 
C A - rate for each equation                                        
      REAL*8 A(NREACT) 
C Computation of equation rates                                     
      A(1) = RCT(1)*F(2) 
      A(2) = RCT(2)*V(2)*F(2) 
      A(3) = RCT(3)*V(3) 
      A(4) = RCT(4)*V(2)*V(3) 
      A(5) = RCT(5)*V(3) 
      A(6) = RCT(6)*V(1)*F(1) 
      A(7) = RCT(7)*V(1)*V(3) 
      A(8) = RCT(8)*V(3)*V(4) 
      A(9) = RCT(9)*V(2)*V(5) 
      A(10) = RCT(10)*V(5) 
C Aggregate function                                                
      DV(1) = A(5)-A(6)-A(7) 
      DV(2) = 2*A(1)-A(2)+A(3)-A(4)+A(6)-&A(9)+A(10) 
      DV(3) = A(2)-A(3)-A(4)-A(5)-A(7)-A(8) 
      DV(4) = -A(8)+A(9)+A(10) 
      DV(5) = A(8)-A(9)-A(10) 
      END 

 K 
 P 
 P 

[Damian et.al., 1996; Sandu et.al., 2002] 

Chemical mechanism Simulation code 
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Sparse Jacobians , Hessians, and sparse linear algebra 
routines are automatically generated by KPP 

SAPRC-99 
79 spc./211 react. NZ=839, NZLU=920 

SAPRC-99.  
NZ = 848x2 (0.2%) 

#HESSIAN [ ON | OFF ]  
HessVar(…), HessVar[TR]_Vec(…) 

#JACOBIAN [ ON | OFF | SPARSE ] 
JacVar(…), JacVar[TR]_SP_Vec(…) 
KppDecomp(…), KppSolve[TR](…) 
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Methods available in the KPP numerical library 

  FIRK 3-stage: Radau-2A (ord.5), Radau-1A (ord.5),  
   Lobatto-3C (ord.4), Gauss (ord.6) 

  SDIRK: 2a, 2b (2s, ord.2), 3a (3s, ord.2), 4a, 4b (5s, ord.4) 
  Rosenbrock: Ros2, Ros3, ros4, Rodas3, Rodas4. 

Forward TLM (DDM) Discrete ADJ 
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Adjoints for Integral-PDE aerosol dynamic equations: 
formulation and challenges 
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Populations of aerosols (particles in the 
atmosphere) are described by their mass density 

m+m’ m m’ 

Coagulation 

m 
Growth 

Aerosol dynamic equation - IPDE 
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Adjoint aerosol dynamic models are needed to solve 
inverse problems 

[Sandu et. al., 2005;  
Henze et. al., 2004] 

Continuous  
adjoint  

equation 

Observations of  
density in each bin  
allow the recovery 
of initial distribution 
and of parameters 
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Discrete adjoint models for numerical advection: 
formulation and challenges 
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Discrete adjoints of advection numerical schemes can 
become pointwise inconsistent with the adjoint PDE 

Change of forward scheme pattern: 
•  Change of upwinding 
•  Sources/sinks  
•  Inflow boundaries scheme 
Example: 3rd order upwind FD 

[Liu and Sandu, 2005] 

Active forward limiters  
act as pseudo-sources in adjoint 

Example: minmod 
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Parallelization important to speed up 4D-Var 

[Sandu et.al., 2003-2008] 
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Transport:
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Parallelization: KB<7(I1U2/V

[Sandu et.al., 2003, 2004; Carmichael et. al., 2003, 2004]
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Fig. 2. Percent speedup over scalar KPP code for different vector lengths.

form A = V1×V2× . . .×Vn occur frequently in the solution of the ODE function.
An “n-multiply” kernel should be developed to reduce the number of memory
copies. Furthermore, aggregating operations will reduce the number of function
calls, thus reducing the code size and alleviating pressure on CBEA local storage.

The addition of a vector-of-vectors type would also improve performance. The
current implementation of KPP-VECT uses arrays of abstract vectors in place
of vectors of vectors, so contiguity of the data between vectors is not guaranteed.
A vector-of-vector type would aggregate data, improving cache utilization and
reducing the complexity of exposed communication processing.

Implementation on the Cell Broadband Engine Architecture (CBEA) requires
further development. The performance of our initial CBEA implementation is
unimpressive, due to the extremely small size of the synergistic processing ele-
ment (SPE) local store. The SPE local store is shared between data and code.
Ideally, a level 1 parallelization would offload the five principle computations
(KppDecomp(), etc.) to the SPEs for processing. However, the compiled size of
the five principle computations is much larger than the available 256 KB local
storage. Portions of the program code must be manually swapped between main
memory and local storage via overlays, and no more than four grid cells can
be processed at a time. This overhead outweighs any benefit gained by mov-
ing computations to the SPE and reduces performance to that provided by the
Power Processing Element (PPE), a standard PowerPC CPU. Alternately, the
SPEs can be used to process the level 0 functions alone. However, the explicit
communication overhead is prohibitive. We are exploring other approaches for
the CBEA.

(a) Wall clock (b) Speedup

Figure 2: Performance of chemical transport simulations on accelerator architectures compared to

a single BlueGene/P node. (a) Wall clock time (in seconds) for Fixedgrid with a 200 × 200 × 24

point domain on three Cell/BE systems and on a single BlueGene/P node. (b) Wall clock time

(in seconds) for Fixedgrid with increasing domain sizes on NVIDIA GeForce 8600M GT and on

a single BlueGene/P node.

Figure 1(a) shows the wall clock performance of ozone advection-diffusion calculation on a

domain of 200× 200× 24 grid cells for twenty-four hours with a 50 second time step. Experiments

were conducted on one node each of the JUICEnext IBM BlaceCenter QS22 at Forschungszentrum

Jülich2 and the CellBuzz IBM BladeCenter QS20 at Georgia Tech3. We compare the Cell/BE

performance with two nodes of the Jugene BlueGene/P at Forschungszentrum Jülich. Jugene

premiered as the second fastest computer on the Top 500 list and is presently ranked 6th. Figure 2(a)

demonstrates that the run time on the Cell/BE is equal two two BlueGene/P nodes, and Figure 2(b)

shows that the speedup is significantly better on the Cell/BE.

4.2 Performance on GPGPU with NVIDIA CUDA

We use NVIDIA CUDA to accelerate Fixedgrid on graphics processing units. CUDA exposes the

SIMD capabilities of NVIDIA GPU hardware through lightweight threads. Each domain point

is mapped to a lightweight CUDA thread executing an advection/diffusion kernel on a three-

dimensional grid and the three-tupple thread index is used to locate required neighbor data. Fixed-

grids domain is subdivided into chunks the size of the thread grid, and mass balance calculation

is performed on every point in the chunk simultaneously. Large chunks oversubscribe the GPU

processing elements with many thread blocks, achieving strong scalability. Domain-wide synchro-

nization is required at several points during discretization, yet hardware limitations prevent CUDA

threads from synchronizing with threads outside their thread block. This difficulty is overcome by

separating the advection/diffusion kernel into several staged kernels. Several types of memory are

available on CUDA-capable GPUs: a large on-card DRAM, cached read-only (e.g. texture) mem-

ory, and a small, discontinuous high-speed shared memory. Our preliminary results use neither the

cashed memory nor the high-speed shared memory, but instead operate entirely in the large yet

2Each JUICEnext node has two 3.2 GHz PowerXCell 8i processors with eight SPEs each and 8 GB XDRAM.
3Each CellBuzz node has two 3.2 GHz Cell/BE processors with eight SPEs each and 1 GB XDRAM.

8

Chemistry w/ abstract vectors 

Transport on accelerators 

8-th Adjoint Workshop 
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STEM: Adjoint sensitivity analysis of non-attainment 
metrics can help guide policy decisions 

Estimated contributions by state 
to violating U.S. ozone NAAQS 

in July 2004 

[Hakami et al., 2005] 
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Assimilation of ozone data from the ICARTT field 
campaign in Eastern U.S., July 2004 

[Chai et al., 2006] 
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STEM: Assimilation adjusts O3 predictions considerably 
at 4pm EDT on July 20, 2004  

Observations: circles, color coded by O3 mixing ratio 

Surface O3 (forecast) Surface O3 (analysis) 

[Chai et al., 2006] 
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May 2009  March 5, 2005 

Assimilation of ozonesonde observations for July 20, 
2004, show importance of vertical information 

[Chai et al., 2006] 
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Assimilation of of DC-8 in-situ and lidar observations 
for July 20, 2004 

[Chai et al., 2006] 
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SOA: The smallest Hessian eigenvalues (vectors) 
approximate the principal error components 

(a) 3D view (5ppb) 

(b) East view 

(c) Top view 

8-th Adjoint Workshop 
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SOA: Hessian singular vectors approximate the 
directions of maximum error growth – in finite time 

(a) 3D view (5ppb) (b) East view 

(c) Top view 

8-th Adjoint Workshop 
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Large scale optimization methods use first and second 
order adjoint derivatives. BFGS performs well. 

[Zhang and Sandu, 2007] 

BG L-BFGS FR-CG Daniel HFN HYB 

Grad. 4147 493 758 491 796 559 

RMS 24.7 11.9 12.7 12.7 12.9 12.2 

R2 0.15 0.68 0.65 0.64 0.64 0.67 
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STEM: The inversion procedure can be extended to 
emissions, boundary conditions, etc.  

NO2  
emission  

corrections 

Texas: 4am CST July 16 to 8pm CST on July 17, 2004.  

HCHO  
emission  

corrections 

O3  
AirNow 

NO2  
Schiamacy 

8-th Adjoint Workshop 
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STEM: Best observation locations are different 
for different chemical species 

(criterion based on SVs) 
Verification: 

Korea, ground O3 
0 GMT, Mar/4/2001 
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GEOS-CHEM-ADJ: Adjoints of satellite-observed ozone 
with respect to lightning NOx emissions in April 2004 

8-th Adjoint Workshop 
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Assimilation of TES ozone observations in GEOS-Chem 

8-th Adjoint Workshop 
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Ensemble-based chemical data assimilation is an 
alternative to variational techniques 

Optimal analysis state 

Chemical kinetics 

Aerosols 

CTM 

Transport 
Meteorology 

Emissions 

Observations 
Ensemble 

Data  
Assimilation 

Targeted  
Observ. 

Improved: 
•  forecasts 
•  science 
•  field experiment design 
•  models  
•  emission estimates 



May 2009  March 5, 2005 

The Ensemble Kalman Filter (EnKF) popular in NWP 
but not extensively used before with CTMs 

Specify initial ensemble (sample B) 
Covariance inflation: Prevents filter 

divergence (additive, multiplicative, 
model-specific) 

Covariance localization (limit long-
distance spurious correlations) 

Correction localization (limit increments 
away from observations) 

Ozonesonde S2 (18 EDT, July 20, 2004) [Constantinescu et al., 2007] 
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LEnKF assimilation of emissions and boundaries 
together with the state can improve the forecast 

LEnKF (R2=0.88/0.32) 
[state only] 

LEnKF (R2=0.88/0.42)  
[state + emissions + boundary] 

Ground level ozone at 2pm EDT, July 21, 2004 (in forecast window) 
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Hybrid DA combines 4D-Var and ensembles. Obtain 
analysis covariance at the end of assimilation window 

March 5, 2005 

Lorenz 96:  
Covariance eigenvalues 
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Dynamic integration of chemical data and atmospheric 
models is an important, growing field 

The tools needed for 4d-Var chemical data assimilation are 
in place: 

  adjoints for stiff systems, aerosols, transport; 
   theoretical and computational understanding of 

discrete and continuous adjoints; 
  second order adjoints 
  optimization methods 
  singular vectors,  
  parallelization,  multi-level checkpointing 

schemes,  
  models of background errors 

  their strengths demonstrated using real (field 
campaign) data; ambitious science projects are 
ongoing 
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Continuous and discrete adjoints of mass balance 
equations lead to different computational models  

Continuous forward model 

Discrete forward model 

Continuous adjoint model 

Computational adjoint model 

adj 

discr 

adj 

discr 
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Second order adjoints provide Hessian-vector products 
useful in optimization and analysis 

RK & TLM  
Methods 

(KPP) 

First and Second  
Order RK  

Discrete Adjoints 
(KPP) 

[Sandu et. al., 2005] 
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CMAQ: discrete advection adjoints match better finite 
differences than continuous advection adjoints 

Continuous z-advection adjoint Discrete z-advection adjoint 

8-th Adjoint Workshop 
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CMAQ: Optimization converges faster with continuous 
advection adjoints 

Background-Ref Opt-Ref (Cts) Opt-Ref (Dis) 

Cost Function RMS error 

8-th Adjoint Workshop 


